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Abstract The strength of the Brewer-Dobson circulation (BDC) is predicted to increase due to climate
change. However, this increase has yet to be robustly detected in observational analyses. In this study a long
control simulation is used to calculate the Time of Emergence of the BDC trend and how much of that trend
may be masked by dynamical variability in current observations. A Time of Emergence of around 30 years
is found (assuming a 2%/decade trend in the BDC), similar to the length of current reanalysis data sets.
However, the discrepancies in vertical velocities between different reanalysis products remain far larger than
any predicted trend. Furthermore, dynamical variability can completely mask the BDC trend on time scales
shorter than around 12 years. Thus, more robust observational analyses of vertical velocity are likely to be
needed for at least the next decade before detection of a statistically significant trend can be expected.

1. Introduction

The Brewer-Dobson circulation (BDC) [Butchart, 2014] describes the stratospheric meridional mass circu-
lation encompassing the upwelling of air from troposphere to stratosphere in the tropics, the poleward
transport of air throughout the stratosphere, and the descent of this air back into the troposphere in the mid-
dle and high latitudes. The vertical structure of the BDC, consisting of shallow and deep circulations [Birner
and Boenisch, 2011], is complicated, as is the way this structure is projected to evolve in response to cli-
mate change [Lin and Fu, 2013; Hardiman et al., 2014]. In the present study, the commonly used definition
of the vertical mass flux across 70 hPa is used to define the strength of the BDC. However, we use a mean
over December–January–February (DJF) rather than the more usual annual mean, as explained further in
section 2. At 70 hPa, an increase of 2%/decade in the strength of the BDC is expected due to climate change,
as predicted by model simulations [Butchart and Scaife, 2001; Butchart et al., 2006]. In practice, there is sig-
nificant uncertainty in this 2%/decade value. For example, Butchart et al. [2010] find that the standard error
for the DJF mean trend covers the range 1.3–2.2%/decade for the moderate Special Report on Emissions
Scenarios (SRES) A1B scenario [Nakicenovic and Swart, 2000], and Butchart [2014] find that the standard
error in the annual mean trend covers the range 2.5–3.9%/decade for the more extreme Representative
Concentration Pathway (RCP) 8.5 scenario [Riahi et al., 2007; Moss et al., 2010]. In the present study, we pri-
marily use the value 2%/decade in order to draw some qualitative conclusions and just use the above range
(1.3–3.9%/decade) to provide an estimate of uncertainty.

Using observations of lower stratospheric temperatures, Fu et al. [2015] claim that a strengthening of the BDC,
consistent with this 2%/decade prediction, is now detectable. However, this study depends on being able to
isolate the “dynamic component” of the lower stratospheric temperature changes associated with the BDC.
Measurements more widely used to infer the strength of the BDC have yet to detect an increasing trend in
the BDC. For example, using stratospheric age of air [Waugh, 2009] to infer the strength of the stratospheric
circulation, Engel et al. [2009] report no trend (though note that age of air is not directly comparable with the
vertical mass flux used to define the BDC) [Garny et al., 2014; Linz et al., 2016]. Studies using vertical mass flux
rely on reanalysis data, since this quantity is not directly observable. These studies have yet to diagnose a
trend in the BDC which is reliable or robust in terms of sign or magnitude [see Seviour et al., 2012; Abalos et al.,
2015; Kobayashi and Iwasaki, 2016; this study, section 3]. Thus, there is currently no clear consensus as to the
observed change in the strength of the BDC.

For any climate change signal, the Time of Emergence [Hawkins and Sutton, 2012] is defined as the
length of time after which that signal is expected to emerge from the noise of natural climate variability,
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giving confidence that a significant change has been detected. In the present study, the Time of Emergence
for the climate signal in the BDC trend is calculated using a long preindustrial control climate model simulation
(described in section 2) to determine the length of time series that would be required to detect a 2%/decade
trend in the presence of natural climate variability. The climate variability in the tropics and extratropics is
removed from the trend in the BDC, using the El Niño–Southern Oscillation (ENSO) as a proxy for dynamical
variability in the tropics, and the Arctic Oscillation (AO) as a proxy for dynamical variability in the extratrop-
ics (hence using DJF rather than annual means in this study), as described in section 2. While there are other
measures of variability, ENSO and the AO are the main sources of interannual variability in the tropics and
extratropics, respectively. Furthermore, it is well known that ENSO and the AO are related to the strength of
the BDC [Sassi et al., 2004; Manzini et al., 2006; García-Herrera et al., 2006; Salby and Callaghan, 2006; Hardiman
et al., 2007]. Results are presented in section 3, and conclusions and discussion follow in section 4.

2. Model Simulation and Definition of Indices

The model simulation analyzed in this study is a 1700 year long preindustrial control simulation, performed
with all forcings fixed at 1860 levels, as described in sections 3 and 4 of Donner et al. [2011]. This simulation
is run using the National Oceanic and Atmospheric Administration/Geophysical Fluid Dynamics Labora-
tory (NOAA/GFDL) global climate model CM3 [Donner et al., 2011]. The GFDL CM3 model is a fully coupled
atmosphere-ocean climate model. It has 48 vertical layers running from the ground to 0.01 hPa and a horizon-
tal resolution of 200 km. It includes a fully interactive tropospheric and stratospheric chemistry scheme and
explicit treatment of aerosol-cloud interaction [Ming et al., 2006, 2007]. CM3 is one of the models used in sup-
port of the Intergovernmental Panel on Climate Change Fifth Assessment Report [Intergovernmental Panel on
Climate Change, 2013].

Indices for the BDC, ENSO, and AO are used throughout this study. These indices are calculated from the data
of the long control simulation as follows:

1. The monthly mean Transformed Eulerian Mean (TEM) [Andrews et al., 1987; Hardiman et al., 2010] vertical
mass flux across 70 hPa is used to define the strength of the BDC. This mass flux is calculated by integrat-
ing the mass-weighted TEM vertical velocity, w∗, across the 70 hPa pressure surface in the tropics. Here
w∗ is calculated by solving the TEM thermodynamic equation, as detailed in the appendix of Lin et al.
[2015]. While it is more common to calculate w∗ from the TEM momentum equation [Andrews et al., 1987;
Hardiman et al., 2010], an accurate calculation requires 6-hourly data [see Seviour et al., 2012, Figure 2].
The TEM thermodynamic equation requires only monthly data [Lin et al., 2015] to produce a good approxi-
mation to w∗ [see Butchart, 2014, section 3.2].

2. The AO index is defined as the leading Empirical Orthogonal Function of sea level pressure anomalies over
the region 20∘N–90∘N [Thompson and Wallace, 1998]. The loading pattern is derived from model data.

3. The ENSO index is the Niño3.4 time series, defined as the area average of sea surface temperatures over the
region 5∘S–5∘N and 190∘E–240∘E, with the time average removed [Oliver and Irwin, 2008].

All indices are calculated using monthly mean data and then averaged over December–January–February
(DJF) for each year. In order to compare the model results with observations, use is also made of the observed
AO and ENSO indices. For consistency, the observed indices are calculated using the same definitions as those
for the model indices above, where

1. the observed AO index is calculated using the variance adjusted HadSLP2r data set, a near-real-time update
of the HadSLP2 data set [Allan and Ansell, 2006]; and

2. the observed ENSO index is calculated using the HadISST data set [Rayner et al., 2003].

“Observational” analyses of the BDC take the form of previous studies [Seviour et al., 2012; Abalos et al., 2015;
Kobayashi and Iwasaki, 2016], which have diagnosed the BDC by using the vertical mass flux across 70 hPa in
the Japanese 55 year Reanalysis (JRA55) [Kobayashi et al., 2015; Harada et al., 2016], ERA-Interim (ERA-I) [Dee
et al., 2011], and Modern Era Retrospective-Analysis for Research and Applications (MERRA) [Rienecker et al.,
2011] reanalysis data sets. The large spread in the vertical mass flux in reanalysis products, discussed further
below, suggests that this quantity is currently more model than observation driven, especially before the start
of the satellite era (1979), and the results should be viewed with this in mind.
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Figure 1. Example time series of the Brewer-Dobson circulation, as measured by tropical upwelling at 70 hPa in
December–January–February. (a) Two 20 year periods from the long control simulation are shown, over the periods of
the greatest positive (solid lines) and negative (dashed lines) trends of ±6%/decade. Model time series are shown in
black, and linear regression lines are shown in blue. These trends are due to purely internal variability. (b) As in
Figure 1a, but a 132 year period of the tropical upwelling time series is shown, with the blue regression lines
highlighting the two 20 year periods plotted in Figure 1a.

3. Results

Using the DJF mean index for tropical upwelling (defined in the previous section) as calculated from the 1700
year long control simulation, and focusing on periods of length 10–60 years, the trend in the BDC is computed
for all subsets of the data with a given period. Figure 1 shows an example of the internal variability in this
trend, where for a 20 year period trends as large as ±6%/decade are found in the long control simulation. The
natural variability (or uncertainty) in the BDC trend of a given period is defined as twice the standard deviation
of the resulting distribution of trends for that period. Figure 2a shows that the Time of Emergence (ToE) for
the expected 2% per decade climate change signal to emerge from natural variability is 28 years in the long
control simulation. Using ENSO and the AO as proxies for dynamical variability in the tropics and extratropics,
respectively, the uncertainty in the BDC trend due to dynamical variability can be removed by using linear
regression on the 1700 year DJF mean time series of tropical upwelling against the time series for the Niño3.4
index and the AO index. Recalculating the ToE using this modified time series of tropical upwelling shows a
modest reduction to 26 years, if removing either tropical or extratropical variability, or to 25 years if removing
both. Using the range in the expected BDC trend (1.3–3.9% per decade) yields a range in ToE of 18–37 years,
with a reduction of 1–2 years if removing either tropical or extratropical variability, and a reduction of 2–4
years if removing both. More significantly, Figure 2b shows that the uncertainty in the BDC trend is reduced

Figure 2. (a) Time of Emergence (ToE), defined as the length of time required for variability in the Brewer-Dobson
circulation (BDC) trend to fall below the magnitude of the expected trend brought about by climate change. For each
period, the uncertainty in the trend is defined as twice the standard deviation of the distribution of trends for that
period. The trend due to climate change is defined as 2% per decade, shown as a solid black horizontal line, and the ToE
is the length of period where the red curves cross this horizontal line (shown by solid vertical blue lines and also the text
in brackets). The uncertainty in this trend, of 1.3–3.9% per decade, is shown by dotted black horizontal lines and the
resultant range in ToE by dotted vertical blue lines. DJF seasonal means of data from the long control simulation are
used in all cases. (b) Percentage reduction in trend uncertainty, due to removing the dynamical variability as diagnosed
from ENSO and the AO. The average percentage reduction across periods of length 21–51 years (denoted by grey
boxes) is shown, for each line, in brackets. The focus here is on periods of length 21–51 years, since this range includes
all the known reanalysis-based studies, as shown in Figure 5.
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Figure 3. Proportion of BDC trend due to dynamical variability in the tropics (ENSO), extratropics (AO), and both. The
change in the BDC trend is defined as a fraction of the expected 2% per decade climate signal. The average absolute
fractional change across periods 21–51 years (denoted by grey box) is shown in brackets. For comparison with Figure 5,
note that the fractional change due to removing AO + ENSO variability ranges from 0.45 for a 21 year period to 0.10 for
a 51 year period.

by around 8% if removing either tropical or extratropical variability, and around 16% if removing both. The
reduction in uncertainty becomes large at very short periods (not shown), is relatively constant over periods
of length 10–40 years, and becomes negligible for periods longer than 60 years.

The difference between the trends in the modified time series of tropical upwelling (i.e., with the influence
of the AO and ENSO removed) and the trends in the original upwelling time series, gives a measure of the
absolute change in the trend of the BDC which is due to dynamical variability (Figure 3). As in Figure 2b,

Figure 4. DJF seasonal means of tropical upwelling scatterplotted against DJF seasonal means of (a) the normalized AO
index and (c) the Niño 3.4 index from the 1700 year long control simulation (thus, each plot contains 1699 asterisks). For
simple linear regression, interannual regression coefficients between tropical upwelling and the AO/Niño 3.4 indices are
the gradients of the blue lines. For comparison with existing studies (see Figure 5), the observed trends in (b) the AO
and (d) ENSO are calculated over the periods 1989–2009, 1979–2012, and 1960–2010, again using DJF seasonal mean
data. AO and ENSO indices are shown as black lines. The values of the trends (shown as blue lines) are 1989–2009:
−6.97e−2 yr−1 (AO) and −2.96e−2 K/yr (ENSO); 1979–2012: −5.27e−3 yr−1 (AO) and −2.14e−2 K/yr (ENSO); and
1960–2010: 2.04e−2 yr−1 (AO) and 4.68e−4 K/yr (ENSO).
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Figure 5. Shown are the BDC trends for (a) Seviour et al. (for period 1989–2009 using ERA-I), (b) Abalos et al. (for period
1979–2012 using ERA-I and MERRA), and (c) Kobayashi et al. (for period 1960–2010 using JRA55). Raw trends (all using
DJF means) are marked by crosses. The trends given in Abalos et al. have already been corrected for dynamical
variability due to ENSO (and the QBO) and are marked by squares. BDC trends that have been corrected for climate
variability in the present study (i.e., trends with the dynamical variability as diagnosed from the AO and ENSO removed)
are marked by triangles. The fractional change (cf. Figure 3) in the corrected trend, due to the influence of dynamical
variability being removed, is shown above the cross marks in each panel. The histograms show the variability in BDC
trends as calculated from the long control simulation for periods of 21 years (Figure 5a), 34 years (Figure 5b), and
51 years (Figure 5c).

the individual impacts of the AO and ENSO on the BDC trend are found to be very similar. This feature is
potentially model dependent and is somewhat surprising given that the model AO index exhibits greater
variability than the ENSO index for most periods longer than 7 years (not shown). For relatively short periods
(<∼12 years) the dynamical variability represented by the AO and ENSO can completely cancel out the trend
in the BDC (i.e., the fractional change shown in Figure 3 is ≥1.0 for such short periods).

These conclusions—both the ToE of around 30 years for a 2% per decade BDC trend (with a range in ToE
of around 20–40 years for a range of 1.3–3.9% per decade in BDC trend) and the potential cancelation of
the BDC trend by dynamical variability for periods less than around 12 years—are not model dependent, as
demonstrated in the supporting information to this manuscript.

We now assess whether the results above, diagnosed using the long control simulation, are likely to be rel-
evant to estimates of the BDC trend as calculated from reanalysis data in existing studies. This requires the
regression coefficients (between the BDC and the AO and ENSO), taken here from the long control simula-
tion (Figures 4a and 4c), and the trends in the observed AO and ENSO indices over the periods corresponding
to existing studies (Figures 4b and 4d). For removal of the combined influence, the multiple linear regres-
sion coefficients for the AO [−1.12e+8 (kg/s)] and ENSO [2.91e+8 (kg/s/K)] with the tropical upwelling, and
the trends in Figures 4b and 4d, need to be used along with the observed average tropical upwelling in DJF
[calculated as 7.1e+9 (kg/s) using ERA-I data].

Figure 5 shows the BDC trend as calculated from reanalysis data in three previous studies (for the periods
1989–2009, 1979–2012, and 1960–2010), along with “corrected” trends with the influence of dynamical
variability removed (for all except 1979–2012, where ENSO variability is removed in the original study). The
vertical velocities in reanalysis data sets are in general very noisy [see Butchart, 2014, section 5.1], as demon-
strated by the huge spread in observed trends across the different reanalyses (already noted by Abalos et al.
[2015]), ranging from −2.9%/decade to +6.5%/decade (marked by cross symbols for raw trends and squares
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and triangles for corrected trends as shown in Figure 5). Indeed, the trend is negative in the ERA-I reanalysis,
whereas a positive trend is expected due to climate change (and found in the MERRA and JRA55 reanalyses).
Abalos et al. [2015] also found that the trend in JRA55 over the satellite era (i.e., the 34 year period used here) is
not statistically significant. Clearly, then, better observational analyses of tropical upwelling are still required.
As demonstrated by Figures 2 and 3 above, around 30 years of such data would be necessary for the climate
signal in the BDC trend to emerge, and for data sets <∼12 years in length, dynamical variability again has the
potential to completely mask any trend in the BDC.

Figure 3 further predicts that removing dynamical variability will give rise to a mean fractional change in the
BDC trend of 0.45 for a 21 year period and 0.10 for a 51 year period. The 95% confidence intervals for these frac-
tional changes are [0,1.12] and [0,0.25], respectively (assuming a half-normal distribution, since we compute
the absolute fractional change). The observed fractional changes, diagnosed from the reanalyses, are calcu-
lated to be 0.05 for a 21 year period and 0.15 for a 51 year period, when defined as a fraction of a 2%/decade
trend to allow direct comparison with Figure 3 (these changes are also shown in Figure 5b, calculated as
fractions of the observed corrected trends). Despite the large uncertainty across different reanalyses, these
observed values agree well with those predicted, and both observed corrections lie within the calculated 95%
confidence intervals from the model.

In addition, the histograms in Figure 5 show the variability in the BDC trends as calculated from the long
control simulation and give an indication as to whether or not the observed trends fall within or outside of
natural variability during these periods. In good agreement with the ∼30 year ToE calculated in Figure 2, the
21 year trend falls within natural variability, the 34 year trend is on the edge of natural variability (dependent
on the reanalysis data set used), and only the 51 year trend is outside of the expected natural variability.

4. Conclusions

The trend in the Brewer-Dobson circulation (BDC), its Time of Emergence (ToE), and the fractional change in
trend due to removing the impacts of dynamical variability are investigated using a long preindustrial control
simulation. The ToE of the expected 2% per decade trend in the BDC is 28 years in the long control simu-
lation. There is a modest reduction of this time to 26 years if removing dynamical variability in the tropics
(as represented by the El Niño–Southern Oscillation, ENSO) or the extratropics (as represented by the Arctic
Oscillation, AO). There is a reduction of the ToE to 25 years if removing variability in both regions. Assuming
an uncertainty in the expected BDC trend of 1.3–3.9% per decade [Butchart et al., 2010; Butchart, 2014] yields
a ToE in the range 18–37 years, with a modest reduction in this ToE of 2–4 years if removing variability in both
the tropics and extratropics. Furthermore, for periods of 21–51 years in length, dynamical variability accounts
for around 20% of the uncertainty in the BDC trend.

The predictions made using the long control simulation have been compared with real-world data, using the
BDC trends calculated from reanalysis data in three existing studies and correcting these trends by removing
the effects of dynamical variability. Although there is a huge spread in vertical velocity across different reanal-
ysis data sets, making the observed change in the BDC very difficult to determine, the reanalyses are in broad
agreement with the conclusions drawn from model data in the following regard:

1. The simulated fractional change in the BDC trend due to dynamical variability lies within the intervals
[0,1.12] for a 21 year period and [0,0.25] for a 51 year period, with 95% confidence. The observed correc-
tions, calculated as fractions of a 2%/decade trend, are 0.05 for a 21 year period and 0.15 for a 51 year period
and lie within the simulated 95% confidence intervals.

2. The calculated ToE of ∼30 years for the 2%/decade BDC trend is consistent with observed trends in the BDC
falling within expected natural variability for a 21 year period, close to the edge of expected variability for
a 34 year period and outside of expected variability for a 51 year period.

For shorter periods, the impact of dynamical variability on the BDC trend is much greater, having the poten-
tial to completely cancel out the observed trend in the BDC for periods less than ∼12 years. Given the huge
variability in the observed BDC trend across current reanalysis data sets, this suggests that better observa-
tional analyses of tropical upwelling will be required for an extended period before any firm conclusions can
be drawn with regard the impact of climate change on the BDC.
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